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About Fine-Grained Image 

• 细粒度图像分类 

• 细粒度图像检索 



细粒度图像分类 

 



图像检索 



Fine-grained retrieval 



Abstract 

•  convolutional neural network models pre- trained for 
the ImageNet classification task  

•  propose the Selective Convolutional Descriptor Aggre-        
gation (SCDA) method  



SCDA 



• using only the pre-trained model 

• Each concept is represented by a pattern of activity 
distributed over many neurons, and each neuron 
participates in the representation of many concepts 

• Fig. 3 conveys that not all deep descriptors are useful, 
and one single channel contains at best weak semantic 
information due to the distributed nature of this 
representation. 

 





• Consequently, we calculate the mean value ¯a of all the 
positions in A as the threshold to decide which 
positions localize objects 



• we employ Algorithm 1 to collect the largest connected 
component of M 





•  Qualitative Evaluation 

•  Because four fine-grained datasets (i.e., CUB200- 2011, Stanford 
Dogs, Aircrafts and Cars) supply the ground- truth bounding box 
for each image, it is desirable to evaluate the proposed method 
for object localization. However, as seen in Fig. 3, the detected 
regions are irregularly shaped.닰So, the minimum rectangle 
bounding boxes which contain the detected regions are returned as 
our object localization predictions. 





 Quantitative Evaluation 

•  The reported metrics are the percentage of whole-object 
boxes that are correctly localized with a >50% IOU with 
the ground-truth bounding boxes. 



 Aggregating Convolutional 
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Result 


